Monitoring use case: Host upgrade determination

· Description:
Site and grid project managers will need to collect statistics on the utilization of resources that are part of the grid.   The statistics can be used for forecasting deficits in computing resources for grid organizations.  For instance if a particular node(s) is discovered not to be used much by grid requests, site and grid managers can make decisions about the need to upgrade or remove the node from the project.  The sensors, archival system and an interface to the MDS will need to be developed.

· Contact: 

Patrick McGuigan, mcguigan@cse.uta.edu
· Performance events/sensors required: 
Cumulative statistics for items such as CPU time used by grid jobs, bytes served/received for secondary storage systems and network traffic sent through network interfaces.

· How the performance information will be used: 
Management functions of virtual organizations can determine underutilized resources.

· Access needed: 

Management functions would require periodic access through MDS.

· Size of data to be gathered
· Individual statistics will be small if all that is needed is a <timestamp, value> tuple.

· Archives for the senors mentioned above would entail 365 tuples per year of logging activity per host.  

· Overhead constraints
· Some of the proposed measurements may require the creation of daemons that are periodically monitoring so that accurate cumulative statistics can be derived.

· Any deployed daemons must induce a very low overhead.

· Frequency data will be updated
Measurements from the sensors would be stored daily.

· Frequency data will be accessed
Cummulative reports might be generated weekly.

· How timely does data need to be: 

Timliness is not a large concern for this system.

· Scale issues: 

If the system provides the ability to collate information for an entire site, the system should scale well.

· Security requirements

Since the data is available via MDS, only persons with valid grid credentials will have access to the data. 

· Consistency or failure concerns
· Other explicit requirements
· Duration of the logging: 
If cumulative measurements are taken daily, logging can continue for several years before removing old data from the archives.

· Platforms: 

VDT 1.0 on Linux

