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What is/is there a ppdg monitoring and status information focus

Where does network monitoring and status information fit in ppdg and how does it relate to other work

Are we ready to define a sub-project an effort a c cross cutting working group

Three classes of monitoring

1. low-level monitoring: what software, versions, is an ldap server installed, is a condor daemon running

2. active system state: network, disk, cpu load, queues, network bandwidth, service states (are daemons’ running)

3. application (job) : progress, status, control flow – has the job started correctly

4. where do service states (are daemons’ running)

Insrtrumentation  service gathers information  

Users use it in different ways.

Identify how people are now using data?

What are our use cases

Debugging,

 Correctness, verify order, correlate various levels 

performance,

Resource selection , which resources should I run my job

Performance, short term, long term

Job tracking

Alarms and alerts

Strategic planning (what should I buy next year)

Operations and management

Performance tuning

Monitoring the monitor – avoid saturation

Strategic planning (what should I buy next year)

Public relations

Top (unix command)

Security (intrusion)

Accounting

Error handling

5 classes (compliments of someone…. Not jms)

nw monitor

host monitor (cpu, disk, memory, storage)

service monitor (service runs on grid at all times)- which grid services are available

job monitoring

configuration monitoring – what sw is installed

We would like to be able to track what each of these services do


Replica selection


Scheduling


Data transfers


Job starts

Issue;s we’re avoiding-


Implementation



Time stamps



Context info


Time scales

Can we turn on or off levels (amount) of information for?

Do we think of a monolithic thing, or many small pieces?

There are already many small tools in each experiment/group, can we integrate existing tools into this? How do we reuse these tools?

Action item-


Get dantong Yu’s snmp monitor to hook into MDS

What sensors do we need?

Currently in Globus: (taken from mds-2 talk)

globus-version reports Globus software
grid-info-host reports host OS info
grid-info-host-interfaces reports host NICs
grid-info-host-load reports host CPU status
grid-info-host-filesystem reports host disk status
globus-gram-reporter reports Globus job status

what should we do about data logs?


Cms stores 60 megs a day


It is possible that we may need a database to store some of the data

What are our requirements


Intrusiveness


Availability of logging


Flexibility


Do we need to store the data?


Ability to correlate pieces of data (time stamp? Identity stamp? Ability to filter)


Extensibility (ability to add in new sensors)


Ability to have higher level views

What pieces do people want to work on?


Monitor services – heart beat

What do we need to do about getting interoperability between all the efforts in this group


One suggestion- to be part of (what rich said, not sure exact wording…)


Extensions to mds – investigate UDDI, Iosif’s system ??

What is the purpose of PPDG focus on monitoring

One possibility


Evaluate various services



Select best one

There’s a need for higher level diagnostic services

A possible requirement – reliable storage for important data

Action item


Gather requirements and further use cases


Coordinate with EDG and GriPhyN and ppdg
