Monitoring use case:  Linux Farm Monitoring for Balanced Scheduling.

Description:

Linux site administrators need to optimize the farm utilization, i.e. the system load is distributed to all of nodes so that no nodes are overloaded while other nodes sit idle. Linux farm uses local job scheduler to distribute the submitted jobs to different nodes. LSF and condor are this type of the job scheduling software. Therefore, The site administrators need to collect node status for each of these nodes. The statistics can be used for monitoring the usage of computing resources in this Linux farm. The site administrator can decide whether the site node scheduling software can make balanced scheduling decision over the linux farm. If the unbalanced scheduling happens, the monitoring data can help system administrator find what is wrong.

Contact: 

Dantong Yu, Jason Smith
Performance events required:

Configuration information: node name, domain, IP address, Brand, Hardware type, Network card type, CPU identification number, OS Name, Kernel version, memory size, swap space, home directory, local disk space.

Node status: Machine up time, CPU load, (5 minutes, 10, 15), memory load, disk load, and network load

Etc.  

How the performance information will be used:

Sensors will collect machine up time, CPU load, memory load, disk load and network bandwidth utilization. The information is needed to evaluate the effectiveness of the local scheduler. Summary of the system utilization information should be reported periodically to the system administrators. If some nodes have much higher load than others, the system administrator should investigate the software configuration.

Access needed:

Streaming of data.

Summary of the data stream.

Requires access to historical information.

Size of data to be gathered:

The size of each data sample in the BNL farm monitoring is 590-byte.

Historical archives may become large after years of monitoring.

Overhead constraints:

Daemon needs to run on each node to collect machine status. 

Machine status will be sent through local network.

Large amount of disk space is needed to save this log information.

All these activities should be not intrusive.

Frequency data will be updated:

Requirement: As often as possible without adding significant overhead to the local host and network. Scalability should be considered. The current testing system gets data sample every 10 minutes.

Frequency data will be accessed:

At the end of week, the system administrators will check the system load of this week for each node in the farm and compare the system load among the nodes in the farm system.

How timely does data need to be:

The status information of the past week is enough for this type of monitoring.

The data can be made available at a convenient time.

Scale issues:
Tier1, Tier2 and Tier3 should be able to deploy the monitoring tools. For the tool deployed at Tier 1, there are at least 17 grid users who could simultaneously access the tool.

During the initial test period, BNL and Fermi lab should be able to use these tools.

Security requirements:

Only system Administrators can access this information.

Consistency or failure concerns:

If the data does not exist for the last week, that means the node is down or scheduler could not recognize the node. Alarm needs to be sent to system administrator.

Duration of the logging:

The log information must be kept long enough to understand the scheduler’s behavior.

Due to the space limitation, every half year, the log data will be compressed, i.e. only one data sample will be picked from every two data samples in the database. 

Platforms:

Any node running Linux operating system and relational database.

