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& Qutline

»Look at Clusters in the context of

= Top500 Supercomputers (Snapshot from June
2002)

= Top100 Clusters (Based on Theoretical Peak)

> Self Adapting Numerical Software
(SANS) effort
= Automatic Translation for Linear Algebra
Software (ATLAS)
= LAPACK for Clusters (LFC)

= Self-Adaptive Linear Solver Architecture
(SALSA)
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Meeting in Mannheim, Germany in June
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ICL

ASCI White
Pacific

@

ay  Fuiitu oy
YMP®) VP00 n




Title goes here

Japanese
Earth Simulator
NEC 5104

&y Performance Extrapolation

w&er 80 Clusters on the Top500

> A total of 42 Intel based and 8 AMD
based PC clusters are in the TOP500.

= 31 of these Intel based cluster are IBM Netfinity
systems delivered by IBM.

> A substantial part of these are
installed at industrial customers
especially in the oil-industry.
= Including 5 Sun and 5 Alpha based clusters and
21 HP AlphaServer.

> 14 of these clusters are labeled as
'Self-Made'.
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ey Top10 of the Top500

R Area of
Country 5
[TF/s] Installation
Earth-Simulator ~ 35.86 Earth Simulator Center Japan 2002 Research 5120

7.23 USA Research

2.38
pSeries 690 231
1.3 GHz.

2.14

pSeries 690
13Ghz

wmée Architectures

Cluster - NOW

VP500

Processor Breakdown

Sparc, 5, 6%

Alpha, 25,
31%

Pentium 4, 3,
4%

Itanium, 2, 3%
37, 46%




Title goes here

lusters @ TOP500 Top 100 Clusters
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b Factoids on the Top100 Clusters
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1e&5r Processors per Cluster - Top100 List
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& Self-Adapting Numerical Software
(SANS) Effort

» The complexities of modern processors and clusters
makes it difficult to achieve high performance

> Hardware, compilers, and software have a large
design space w/many parameters

> Kernels of Computation Routines
= Focus on where the most time is spent

> Need for quick/dynamic deployment of optimized routines.

> Algorithm layout and implementation
= Look at the different ways to express implementation

Different | —| TUNING Best
Algorithms, | |} SYSTEM Algorithm,
Segment Segment Size
Sizes Data Data
Structure Structure
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ICL

Top100
Peak Performance
2000 I
1500
2
°
& 1000
500
149
0 e
1 8 15 22 29 36 43 50 57 64 71 78 85 92 99 fkPerformance
10000
1000
4
8
3
100
10
1 7 13 19 25 31 37 43 49 55 61 67 73 79 8 91 97
‘What is Self Adapting
by

Performance Tuning of Software?
> Self Adapting during library installation

= Taylor to the specifics of the machine
= Example is Automatically Tuned Linear Algebra Sw (ATLAS)

> Self Adapting to the available resources

= Adapt to things like the processor type, number of
processors, size of problem

= Example is LAPACK For Clusters (LFC)
> Self Adapting to the user's problem

= Adapt to the user data by providing automatic algorithm
selection

= Example is Self-Adaptive Linear Solver Architecture (SALSA)
> Self Adapting in the presence of failures

= Allow the user to provide for faults and recover without
additional users involvement

= Example is FT-MPI based algorithm




Title goes here

1dssr  Software Generation - ‘ e ?TIII;S Mat“;‘ Ml;ltslggﬂ Syg—
Strategy - ATLAS BLAS = I ntel Pentium 4 at 2. Z — using
> Parameter study of the hw 1 — A 8000
> Generate multiple versions : - " -
of code, w/difference ) P4 32-bit fl pt using SSE2
values of key performance > Takes ~ 20 minutes to run, 7000
parameters generates Level 1,2, & 3 BLAS o
> Run and measure the > “New" model of high 6000 +
performance for various performance programming 5000
versions where critical code is machine ) P4 64-bit fl pt using SSE2
> Pick best and generate generated using parameter £ 4000
library opflfnlzafaon. E
> Level 1 cache multiply > Designed for RISC arch
optimizes for: = Super Scalar _
» TLB access - Need reasonal?le © compl.ler. e 290 o saomeoea
= L1 cache reuse > Today ATLAS in used within Intel P4 2.53 GHz 32.bif
P A oo var..oys. ASCI qnd SCIDAC ~=—Intel P4 2.53GHz 64-bit SSE2
= Memory fetch activities and by Matlab, n  53GHz 64-bi
= Register reuse ADAﬂg!'Iemcng(‘i!a BCTGVEI‘? Msaps|eE, .
= Loop overhead minimization ebian, Scy! eowult, SuSE, .. O & & & & & ®
L S E
- Size
wss ScaLAPACK o SCALAPACK | wbHer To Use ScaLAPACK a User Must:

> Download the package and auxiliary packages (like
PBLAS, BLAS, BLACS, & MPI) to the machines.

> Write a SPMD program which

memory numerical library

> Complete numerical library for dense matrix @ = Sets up the logical 2-D process grid
COH’\PUTG‘TIONS o . = Places the data on the logical process grid

> Despﬂed for distributed ';mrallel computing = Calls the numerical library routine in a SPMD fashion
(MPP & Clusters) using MPT

N = Collects the solution after the library routine finishes
> One of the first math software packages to

do Fhis > The user must allocate the processors and decide
> Numerical software that will work on a the number of processes the application will run on
heterogeneous platform > The user must start the application
> Funding from DOE, NSF, and DARPA = “mpirun -np N user_app”
> In use deCly b IBM, HP-COHV&X, Fl.ljifsll, V;l;;::géze[j;:;nﬂb‘i;ﬁ; processors is fixed by the user before the run, if problem size

NEC, Sun, SGE, Cray, NAG, IMSL,

> .
- Tailor performance & pravide support Upon completion, return the processors to the pool

of resources
21 22

1y Needs an expert to do the tuning: b Cluster Numerical Library
Number of processors
Grid aspect ratio for runs SESW 20 > Want to relieve the user of some of the
spos=0 D0 et tasks
1x10 > Make decisions on which machines to use
2x5 based on the user's problem and the state of
the system

Determinate set of procs that should be used
Optimize for the best time to solution

Distribute the data on the processors and
collections of results

Start the SPMD library routine on all the

10x1

000
o IR platforms
Block ze o 110 420 . . . .
= Check to see if the computation is proceeding as
planned

23 24

If not perhaps migrate application
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& LAPACK For Clusters wee  User Interface/Middleware

> Developing middleware which couples cluster system
information with the specifics of a user problem to
launch cluster based applications on the "best” set of
resource available. Natural Natural

Data (A,b) Answer (X)
% Users, etc. E
. Local network file server,
e 100 Mbit SUN’s NFS (UDP/IP) Middleware

User has problem to solve (e.g. Ax =b)

Remote memory server
[ e.g. 1BP (TCP/IP) o

Structured Structured
Data (A’,b%) Answer (x’)
» Using ScaLAPACK as the prototype software, but
developing a framework 25 2
15wy LAPACK For Clusters ber
software design Typical LFC Run
»>LFC data collection -a daemon (serial) (serial) (parallel)
>LFC user interface Cerhaps inafie | | daemon's active L
»LFC middle-ware Gathors relevant cluster data Gets data in memory with
-cpu, memory, network Io, the proper 2D distribution
»>LFC end-ware e memerty }—— Lorluster bw and latency, Invokes the paralle!
application kernel
—
\ for -
~— - selection)
Communications(); Releases the parallel
Relazses the
S // Clean exit
leans up
user
Like Wolski’s NWS but for Clusters
27 28
1enbs e b
Sample Of The Predictive Power Of The Adhoc Modeler: Experimental LFC on a 64 processor
Pentium 4 -2.4 GHz Xeon Cluster
Buay TORS Ruusmsa Totdl Wall Clack Time w FOGESY Kevned Oy Busy TORC R 1t FOGESY Ke rad Only at UTK
S e ey e e T e—
'- OICe IMPLECMOIACH ‘* LFC Oracle 8x8 proc grid‘
8000 .97 .17
4000 16000 .99 .43
3500 - 24000 1.39 .65 3x16
& o @ 3000 | 32000 149 .80
; IEEStEESs Ty 2 40000 1.53 .92 15
. 8 2500 1 48000 1.62 1.02
& 2000 156000 1.58 1.09 2X12
. @ 1500 64000 132 1.17 )(1/1r
£ 72000 1.53 1.1
k ‘ ‘ 1 . - £ 1000 000 1.53 9 %
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Run-Time Adaptivity for
1ober w&er Intelligent Component
i [__APPLICATION ]
Llnear Systems g p APPLICATION
> System to mediate between T
. licati a multiol [sALsAGotve 4. x.0) |
>Many possible methods: Nature of data bocsibly libramies T Pe —
is prime consideration in choice
> Self-Adaptivity and Learning
Behavior
. = Heuristics are tuned based on 7
»Dense systems: fairly cut and dry, only B o R N
adapt to infrastructure e
>Sparse systems: a mess. Direct and > User Interaction
iterative methods, multigrid, different ? L e
preconditioners. No one algorithm best S D (LI
for sparse system.
. LIB LIB LIB
&er Future SANS Effort m&er Collaborators
» Intelligent Component
= Automates method selection based on data, algorithm, > TOP500 . .
and system attributes * H. Mauer, Mannheim U > Availability
> System component - ;imf]": NERSNCE asc = Top500
. , . = E. Strohmaier, http://www.top500.o0r
. :;c:jv!:%ii;:ttgltl;gsglt;:i?j:agement of and access to clusters » SANS-Effort AT[EZ:S clusters.top500.0rg,
. = Jeffrey Chen, UTK U
> HISfOf‘y dOfObCISZ = Jun Ding, UTK http://icl.cs.utk.edu/atlas,
= Records relevant info generated by the IC and maintains = Tom Eidfon, ICASE = FC
past performance data = Victor E'thOl:(t, UTK 5 drivers from ScaLAPACK
= Piotr Luszczek, UTK EEIIIE) S0
> Fault Tolerant Aspect « Kenny Roche, UTK = Algorithm Fault
. Tra;ﬁﬁ:{rently detect and recover from failure = Sathish Vadhiyar, UTK ww]v—g.ﬁzeur)~gsnk/puank/papers/wm,mm\
Algorithmic Fault Tolerance > HPL Clnd ATLAS
= Antoine Petitet, Sun
o = Clint Whaley, FSU o
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