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1 Introduction

Collaboration using the Access Grid involves users sharing resources with each other, typically with each user sending data to a central location for distribution to the other users.  These data can be processed to extend the collaborative capabilities of a Venue.
Network Services are the mechanism by which collaboration data is processed.  Network Services manipulate streams, possibly converting a stream to a different format, or saving a stream for later playback.  In order to make Network Services composable, they should support introspection. Ideally, this introspection produces information about the service in a standard format. These two properties, together should provide a composability that allows simple integration, even automatable integration with the Virtual Venues.The interface of Network Services can vary widely, so it is queryable to ease integration with Venues.


This document lists the requirements for Network Services, and then defines an architecture that satisfies these requirements.

2 Requirements

2.1 Network Services are network-accessible (duh!)

Given that Network Services reside in arbitrary places on the network, the interface for configuring Network Services must be visible to other machines on the network.
2.2 Network Services are configurable

A Network Service provides a simple interface for controlling the configuration of the Service and underlying software.

2.3 Network Services are Composable

Network services should provide the ability to automatically determine the interfaces, start, stop and configure the services so that they can be programmatically integrated into larger software systems.

2.4 Network Services should have standard descriptions
3 Architecture

The architecture of a Network Service is discussed in terms of resources and operations.

3.1 Resources
3.1.1 Identification
The Identification provides information about the Network Service to external parties.

3.1.2 Input Locations
The Network Service receives input from a location or locations, which could be an address and port, a file, etc
.

3.1.3 Output Locations
The Network Service transmits output to a location or locations, which could be an address and port, a file, etc.
3.1.4 Configuration

The Network Service maintains information about its current configuration, for delivery to clients who wish to adjust it.  
3.2 Operations
3.2.1 Start or Stop Network Service
[Locations must be provided before or when Service is started]
Starts or stops operation of the Network Service.

3.2.2  Restart

Stops and starts delivery of the resource.  This would typically be used when configuration changes have been made that can only be realized by restarting (e.g. change of Location)

3.2.3 Query Required Inputs and Outputs
Returns the particular inputs and outputs required by the Network Service.  The number and type of these inputs and outputs varies with the design of the Network Service.  For example, Voyager as a recorder needs input addresses/ports and output files; as a playback engine it needs input files and output addresses/ports; a stream format converter needs an input address/port and output address/port, possibly more than one of each.

3.2.4 Modify Input Locations

Modifies the Input Location(s) from which the Service receives.

3.2.5 Modify Output Locations

Modifies the Output Location(s) to which the Service transmits.

3.2.6 Query Configuration

Returns configurable service parameters, their configuration model (on/off, value range, option set), and current value.
3.2.7 Configure

Accepts configuration data and applies it
�I feel like I should point this out here, but 


(1) it feels like design


(2) I’ve done a poor job of it


�More than just the input the format, data description, or something like that needs to be specified for both input and output.  This is what makes these composable, not just the address but the data, you have to match inputs and outputs.


�Voyager is more complicated, because it incorporates more high level functionality than just record and play.  I’ll have to get you more details so it makes more sense.
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