SWOF Progress Report 1/24/03

EVL

Deployment/training for AGAVE systems at a number of sites
· All the parts for Wilhelmson's AGAVE have arrived except for the half-terabyte disk.

· Twinview clone-mode stereo has been tested under Linux. Vis5D has been tested under this mode for the AGAVE and appears to be working. 
· Document in AG format on “How to Build an AGAVE” is underway.

Deployment and Testing of TeraVision on a constrained number of sites to allow “walk-up and plug-in” distribution of laptop visuals
· EVL can ship ANL's Teravision at any time.

· TeraVision software is being completely re-written. Version 2.0 is 90% complete and will contain the following:

· RLE compression module: This is the only option for compression modules so far. Newer compression algorithms will be integrated later.  Module has been tested and ready to be integrated.

· Muticasting Module (with scatter-gather calls): Module has been tested and ready to be integrated.

· Files Streaming using different file formats (.gif, .bmp,  .jpeg, .ppm, .xpm etc) (Done and ready)

Deployment and Testing of voxel-based volume rendering on the AGAVE
· Prototype works. Prototype loads data into texture memory of commodity graphics card and displays it in passive stereo. User can manipulate a cutting plane through the volume. (Nvidia and ATI have been tested under Windows; Nvidia has been tested under Linux)
ANL

· Held SWOF face-to-face and AG based meeting; 10/9/2002, 11/13/2002, and 1/22/2003, bi-weekly meeting scheduled for updates and issues.
· Identified target applications for visualization and/or collaborative use

· Biology

· PS viewer

· PDF viewer

· Word

· VMD

· Treeview

· Atmospheric

· VisAD

· Vis5D

· NCAR Graphics

· Prototyped sharing environment on tiled display and AG desktop using VNC, rdesktop, and windows terminal server.

· Continued development of AG software to support Personal Interface to the Grid (PIG), continued to test hardware, produced PIG hardware recommendation spec.
· PIG AGDP document started, documenting setup and including list of tested hardware.

· Several individual meeting with application groups to work on milestones and deliverables. 
