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The goal of the DOE Science Grid project is to define, integrate, deploy, support, evaluate, refine, and develop (as necessary), the persistent Grid services needed for a scalable, robust, high-performance DOE Science Grid, thus creating the underpinnings for a Collaboratory Software Environment.  This Grid will provide to applications and workflow systems, persistent services for security, resource discovery, resource access, system monitoring, and so on.  By thus reducing barriers to the use of remote resources and to the use of advanced Collaboratory services, we will make a significant contribution to SciDAC wide software standards and resources.  Integrated activities in deployment, research and development, and application outreach will allow us to refine the tools and their deployment and support processes, providing the capabilities that will enable the DOE Science Grid to be cost-effectively scaled to support large-scale science collaborations.  Close collaborations with a variety of application projects will ensure relevance to SciDAC goals and enable innovative approaches to scientific computing, via secure remote access to online facilities, distance collaboration, shared petabyte datasets, and large-scale distributed computation.

Approach

The primary goal of the DOE Science Grid Collaboratory Pilot is to deploy, evaluate, refine, evolve, and support a set of core Grid services across DOE labs that will make an initial set of computing and data resources uniformly available.

This project has as its three-year goal the creation of a persistent, scalable infrastructure that can be supported and available in the same way as other DOE production services, such as networks, domain name services, supercomputers, and beamlines.  During the prototype phase of the Science Grid (the first two years) we will involve a “friendly” set of DOE applications that can provide real world requirements, testing, and evaluation; evaluate interoperability with other Grid infrastructures. We will also create an infrastructure that supports experimental activities as well as prototype production use.  In the third year, we will expand the DOE Science Grid to additional sites and shift from a prototype to a prototype-production infrastructure for use by all parts of the SciDAC programs as well as other DOE researchers.

Milestones
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The following list summarizes those project milestones that will be of direct use to SciDAC applications.

· Identify the initial set of computing and data systems that will participate in the SciGrid.

· Initial PNNL resources will include two clusters comprised of about 300 processors and an E-mass storage system. These are allocated resources.

· Initial LBNL resources will include five Sun SMPs totaling 30 CPUs.

· Initial NERSC resources consist of allocated time on a 256 node Linux cluster and allocated time (about 200,000 CPU hours) on the production NERSC-3 system (about 2500 CPUs) and access to the production HPSS system.

· Initial ANL resources consists of an unspecified allocation on a 574 CPU Linux cluster and a 128 CPU SGI Irix cluster.

· Initial ORNL resources consists of an unspecified allocation on a 724 CPU AIX cluster and two Compact Ture64 clusters with a total of about 320 CPUs. 

· Install Globus 2.0 on all resources (target date is by one month prior to SC01 (early Oct.))

· Provide a SciGrid community X.509 certificate Certification Authority for issuing Globus compatible identity certificates.

initial implementation (end of Sept., 2001)

CAs supporting various SciDAC virtual organizations (end of 2001)

· Provide GridFTP on all tertiary storage resources (end of 2001)

· Develop a service model for incorporating user systems into the SciGrid (Spring, 2002)

· Provide fault monitoring that is useful to applications (mid 2003)

· Provide application integration support. (on going from start)

· Helpdesk support (by end of 2001)

· Incorporate R&D products from other projects into the SciGrid:

· CoG tools (Java and Python interfaces to Grid services) and Web interfaces (mid 2002)

· data replicate services (creation, management, and use of replicas of data objects that are scattered around the network) (mid 2003)

· STACS tertiary storage management (various tools to optimize the use of tertiary storage systems will be incorporated into GridFTP) (mid 2003)

· network cache management (network based disks managed as a reservable resource) (mid 2003)

· workflow management (tools for specifying and managing the sequencing and interaction of the distributed computation and data management elements of an overall problem solving process that uses Grid resources) (mid 2003)

· Grid Monitoring Architecture based network monitoring (collection, archiving, and access to detailed information about the state of the network links between Grid elements – see http://www-didc.lbl.gov/JAMM) (mid 2002)

· CPU resource reservation (mid 2003)

· attribute based access control (dynamic, role based access control that is managed by distributed stakeholders and attribute granters) (mid 2002)

Initial Interactions with other SciDAC and DOE Science Projects

The Particle Physics Data Grid (PPDG) project is applying Grid technologies to enable the distributed management and analysis of extremely large data sets produced by major physics experiments.

The Earth System Grid (ESG) project is applying Grid technologies to enable the distributed access to and analysis of extremely large data sets produced by climate simulations.

The Center for Collaborative Problem Solving in the Earth Sciences Community focuses frameworks and workflow for collaborative problem solving, with application to the climate modeling and assessment arena.

The National Collaboratory to Advance the Science of High Temperature Plasma Physics for Magnetic Fusion will exploit Grid technologies as it creates a collaboratory for fusion simulation.

The Supernova Search Factory, observational cosmology project will use Grid services, and will use the Science Grid.

See http://www.doesciencegrid.org/ .
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